Abstract—In this paper an efficient speaker identification (SpkID) method is proposed. In GMM-based speaker recognition, the model training and the likelihood score computations are very time-consuming and therefore have been bottlenecks of SpkID applications under the requirement of fast recognition especially in case of a large population of target speakers. A method, based on regression-class tree (RCT) structural UBM which is similar to a kind of sorted tree, is proposed and can apparently speed up the training and recognition of GMM-UBM based SpkID system. A number of components of the UBM can be pruned and their likelihood scores can be easily calculated using a kind of regression method. Experimental results show that the proposed method can improve the computational efficiency by 3.5 times for training and 15.3 times for recognition with only slight identification performance degradation.

I. INTRODUCTION

Speaker identification (SpkID) [1] is a sub-task of speaker recognition, whose object is to automatically identify whether the speaker of a speaker-unknown utterance is in a pre-specified set of known target speakers and which target speaker he/she best matches on the acoustical characteristics. SpkID has been an active research area for several decades which has been tried in wide applications including access control, forensic evidence and telephone-based account transactions, etc. SpkID is a two-stage procedure containing training and recognition. In the training stage, a speaker model is built using each speaker’s feature vectors extracted from the training utterance based on some modeling algorithm. For examples, GMM-UBM [2] and GMM-SVM [3] are two powerful and popular approaches to model a speaker’s characteristics for their flexibility to approximate the underlying probability distribution in a high dimensional space. Mel frequency cepstral coefficient (MFCC) [4] is one of the commonly used features. In the recognition stage, feature vectors extracted from a test utterance (speaker-unknown) are used to calculate the likelihood scores [2] against all target speaker models and these scores are used to judge which speaker is the most likely one.

Although accuracy is always the first consideration in SpkID, efficient identification is another important factor in many practical systems. The common methods cannot be satisfied with in some systems such as speaker indexing, telephone banking and forensic intelligence because of the strict real-time requirement.

In SpkID systems the main computation load consists of three parts. First, in a GMM-UBM based SpkID system generally all components of the UBM need to be scored to find the N-best components for each frame of test feature vectors [2], which is a heavy computation load especially when the number of the test feature vectors is large. Second, the likelihood scores against all target speaker models need to be calculated to use the MFCC or GMM supervector in GMM-UBM or GMM-SVM system, respectively. The more known target speakers there are in the pre-specified set, the larger the computation load would be. Third, in a GMM-SVM based SpkID system the speaker’s GMM model corresponding to the test utterance needs to be built to obtain the GMM supervector [3] as the input feature vector of SVM. Furthermore, in many GMM-UBM based SpkID systems the speaker’s GMM model of the test utterance needs to be built to compensate the channel variability [5, 6] or normalize the likelihood score in D-Norm [7] to improve the SpkID performance. As is well known, a GMM model is usually adopted from the UBM using the maximum a posterior (MAP) [8] method that will occupy much computation time.

Now, there have been several approaches to speed up SpkID. To find the N-best components more quickly, hash GMM [9], structural GMM-structured background model (SGMM-SBM) [10] and tree-based kernel selection (TBKS) [11] were proposed. In these methods, the UBM is reconstructed as some structure such as a hash table or a tree so that it is possible to reduce the computation load by pruning. To speed up the calculation of likelihood score, the observation reordering based pruning (ORBP) [12], hierarchical speaker identification (HSI) [13] and GMM-based known speaker models clustering algorithm (SMC) [14] were proposed. ORBP reorder the test feature vectors and reduces the number of the test feature vectors by pruning some of them from computation. In HSI and SMC methods, the known speaker models are clustered into K classes. Firstly, the likelihood scores are calculated against the K putative speaker models corresponding to the cluster centroids. Secondly, those classes with small scores are pruned and the likelihood score against the remainder known target speakers are calculated.
However, there is not a method to improve efficiency of GMM model training. In this paper, a training method based on regression-class tree (RCT) is proposed. The UBM is reconstructed as a RCT structure. When using the MAP algorithm based on the UBM to train a GMM model, pruning and regression can be easily adopted to reduce the computation load while guaranteeing the score accuracy. In other words, each frame of the training feature vectors does not need to be calculated against all components of the UBM because of the pruning based on the RCT. Meanwhile, the scores of the pruned components can be easily obtained from the scores of their parent nodes with a regression method. Furthermore, the RCT can be also used to find the N-best components during the recognition stage by pruning in a short time.

This paper is organized as follows. In Section II, the RCT construction and its usages are described in details. The experimental setup, results and analysis are given in Section III. Conclusions are drawn in Section IV.

II. RCT BASED TRAINING AND RECOGNITION

Generally, the UBM is a large Gaussian mixture model containing many components and modeling the whole acoustic space. Usually the UBM is a sequential structure. The RCT UBM is different from the common UBM because it is a hierarchical structure. Pruning and regression can be easily applied on this structure.

A. The Construction of Regression Class Tree

The components of the UBM are used to build RCT. The RCT structure is shown in Fig. 1.
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Fig. 1 Regression class tree structure.

where $L$ denotes the number of the middle layers. $N_i$ denotes the number of the nodes in Middle Layer $k$ ($1 \leq k \leq L$). Each node is corresponding to a single weighted Gaussian probability density function (PDF). $M$ denotes the number of leaf nodes which equals to the number of the components of the UBM. Each leaf node corresponds to a component of the UBM. The nodes in Middle Layer $k$ are the $N_k$ cluster centroids that are obtained by clustering all the nodes in Middle Layer $k+1$ into $N_k$ classes. In this way, the RCT structure can model the whole acoustic space with different levels of acoustic resolution. The bottom-up strategy and the K-means clustering method are adopted to construct the RCT as follows:

(1) Denoted as $g(\mu, \sigma^2)$, the PDF of the root node is calculated using equations (1) – (3), which are a kind of maximum likelihood estimation under the consideration of component weight.

$$\mu'_n = \frac{\sum_{m \in C_n} \mu_m / \omega_m, m \in C_n}{\sum_{m \in C_n} \omega_m}, m \in C_n$$

$$\sigma'_{n} = \frac{\sum_{m \in C_n} \left( \sigma^2_m + \mu_m^2 / \omega_m \right)}{\sum_{m \in C_n} \omega_m}, m \in C_n$$

$$\omega_n = \sum_{m \in C_n} \omega_m, m \in C_n$$

$C_n$ is a set containing all the components belonging to the $n$-th cluster ($1 \leq n \leq N_k$). $\omega_n$ is the weight of the $m$-th component in $C_n$. $\omega_m$ is the sum of all component weights in $C_m$. $\mu'_n$ and $\mu'_m$ are the $i$-th dimension element of the $n$-th cluster centroids means $\mu_n$ and the $m$-th component means $\mu_m$ in the $n$-th cluster, respectively ($1 \leq i \leq D$, $D$ is the dimension of the feature vector). $\sigma'_{n}$ and $\sigma'_{m}$ are the $i$-th diagonal element of the $n$-th cluster centroids diagonal covariance matrix $\Sigma_n^i$ and the $m$-th component diagonal covariance matrix $\Sigma_m^i$ in the $n$-th cluster. When calculating $g(\mu, \sigma^2)$, $C_n$ contains all the leaf nodes and $N_i$ is 1.

(2) The K-means algorithm [15, 16] is applied to classify all the nodes in Middle Layer $k+1$ into $N_i$ classes. The PDFs are calculated corresponding to the $N_i$ cluster centroids using equations (1) – (3). The Kullback-Leibler (KL) divergence [10] is chosen as the distortion measure between two Gaussian components in the K-means algorithm reference to equation (4).

$$d(m,n) = \sum \left[ \frac{\sigma^2_n - \mu'_n - \mu'_m}{\sigma^2_n} \right] + \frac{\sigma^2_m - \mu'_m - \mu'_n}{\sigma^2_m} \left[ \mu'_n - \mu'_m \right]^2$$

(3) Use the PDFs of the $N_i$ cluster centroids to interpolate with the root node PDF to obtain the PDFs of the nodes in Middle Layer $k$ [10]. Interpolation equations are (5)–(6).

$$\mu_n = (1-\alpha) \mu'_n + \alpha \mu'_m$$

$$\sigma^2_n = (1-\alpha) \left[ \sigma^2_n + \mu'_n^2 \right] + \alpha \left[ \sigma^2_m + \mu'_m^2 \right] - \mu'_m^2$$

where $\mu_n$ is the $n$-th node’s PDF means ($1 \leq n \leq N_i$). $\sigma^2_n$ is the $n$-th node’s PDF diagonal covariance matrix. $\alpha$ is the fusion coefficient between the root node PDF $g(\mu, \sigma^2)$ and cluster centroid PDF $g(\mu, \sigma^2)$. $\alpha$ is chosen according to the experimental results.

(4) Repeat Steps (2) - (3) until the nodes in the middle layers are generated. The initial value of $k$ is $L$ and decrease $k$ to 1 with step 1. Finally, the RCT would be built from bottom to up.

(5) For each node $N_p$ in Middle Layer $k$ ($1 \leq k \leq L$) ($1 \leq p \leq N_p$), calculate the distortions between $N_p$ and $N_p$’s child nodes using equation (7). Equation (7) is the weighted KL distance measure. Find the child node $N_{max}$ which is the farthest away from $N_p$ and denote the largest distance as $d_{max}$. Calculate the weighted KL distances between $N_p$ and any one of the child nodes of $N_p$’s sibling nodes. If the distance between one child node and $N_p$ is smaller than $d_{max}$, insert the node as a redundancy child node (RCN) of $N_p$.

$$d_{max}(m,p) = d(m,p) / \omega_m$$

$$d_{max}(m,p) = d(m,p)$$
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B. Training method based on RCT

Each frame of the training feature vectors is used to calculate the likelihood scores against all the components in the UBM when building a speaker GMM [2]. However, the UBM is so large a GMM representing a distribution over almost the full acoustic space that one frame of the feature vectors is close to only a few components of it. For those components which are far away from the training feature vector, the likelihood scores are so small that there is little or even no impact to the resolution of the GMM model, even if the scores are not accurate.

According to the above analysis, the RCT and pruning can be used to reduce the computation load. First, the search width \( b \) is defined to find the best compromise between efficiency and accuracy. The training steps are as follows:

1. Set the nodes in Middle Layer 1 as the initial Computation Set (CS).
2. For each frame of the training feature vectors, calculate the weighted likelihood scores against the PDFs corresponding to the nodes in CS.
3. Sort the nodes in CS in a descending order according to the corresponding likelihood scores.
4. Select top \( b \) scored nodes and set their all child nodes as the new CS and the other nodes are pruned. If the number of nodes in CS is smaller than \( b \), set all the child nodes of all the nodes in CS as the new CS.
5. For those pruned nodes, the scores of their leaf nodes can be calculated by Equation (8) because the difference between \( g(i) \) and \( g(p) \) is small.

\[
S_p = \log(a_p, g(p)) - \log(g(p)) + \log(a_0),
\]
\[
S_i = \log(a_i, g(i)) - \log(g(i)) + \log(a_0).
\]

(8)

\( N_p \) denotes a pruned node and \( N_i \) denotes the \( i \)-th leaf node of the sub-tree rooted from \( N_p \). \( g(p) \) is the PDF of the node \( p \) and \( a_p \) is weight of the \( g(p) \). \( g(i) \) is the PDF of the node \( i \) and \( a_i \) is weight of the \( g(i) \). \( S_p \) is the score of the node \( N_p \) and \( S_i \) is the score of the node \( N_i \).

6. Go to the Step (2) unless the new CS is empty.

After all the training feature vectors have been processed, use the MAP adaption algorithm to obtain the speaker model or the GMM supervector.

The larger \( b \) is, the more components are calculated. In the worst case that \( b \) is larger than or equal to the node number in Middle Layer \( L \), all the nodes in the RCT will be scored and the algorithm is inefficient because more components (middle layer nodes) are calculated. If \( b \) is too smaller, the accuracy would be poor. Furthermore, the construction of the RCT can also affect the efficiency and accuracy of the algorithm.

C. Recognition method based on RCT

The recognition procedure is similar to the training. For one frame of the test feature vectors, only a few mixtures contribute significantly to the likelihood score. Generally, likelihood score value can be approximated very well using only the top \( N \) scored components [2]. The searching strategy based on the RCT is similar to the training except that Step (5) is omitted because the scores of the pruned nodes are of no use. Obviously, the top \( N \) components selected in the RCT are not guaranteed to be the exact top. Nevertheless, the impact can be ignored.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental data and set up

The experimental system was based on GMM-UBM. The SpkID experiments were conducted on the speaking style database of Chinese Corpus Consortium (CCC) [17], containing 64 target speakers and 20 out-of-set speakers. Each target speaker has a 20-second utterance for training and 9 10-second utterances for identification. Each out-of-set speaker has 9 10-second utterances for identification. All the speeches were sampled at 8 kHz with 8-bit width.

Feature extraction was performed on a 20ms frame every 10ms. The pre-emphasis coefficient was 0.97 and hamming windowing was applied. An energy-based voice activity detection (VAD) was performed with each frame labeled either valid or invalid. 16-dimensional MFCC features were extracted from the utterances only for those valid frames with 30 triangular Mel filters used in the MFCC calculation. For each frame, the MFCC coefficients and their derivative formed a 32-dimensional feature vector. The cepstral mean subtraction [18] in the feature-domain and session variability subspace projection (SVSP) [6] in the model-domain were applied to reduce the affect of channel. SVSP algorithm needs to build the GMM model of the test utterance to compensate the channel variability. The UBM consisted of \( M = 1024 \) Gaussian mixture components, where the value of \( M \) was chosen empirically.

The MAP adaptation was used in the baseline system to train the speaker models from the UBM. During the training stage, all mixture components of the UBM were calculated. During the recognition stage, only top \( N = 4 \) mixture components of the UBM were used to compute the speaker model likelihoods score. All the experiments were performed on the same computer and the experimental application is single threaded.

B. Experimental Results and Analysis

<table>
<thead>
<tr>
<th>Table 1</th>
<th>THE STRUCTURE OF RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L )</td>
<td>( M_c, M_c, M_c )</td>
</tr>
<tr>
<td>2</td>
<td>16, 256, X, X</td>
</tr>
<tr>
<td>3</td>
<td>4, 32, 256, X</td>
</tr>
<tr>
<td>4</td>
<td>4, 16, 256, X</td>
</tr>
<tr>
<td>4</td>
<td>4, 16, 64, 256</td>
</tr>
</tbody>
</table>

In Table 1, 4 different structures of RCT were defined. \( \gamma \) is the speed up factor of the RCT. Equation (9) was used to calculate \( \gamma \). \( M \) is component number of the UBM and \( P \) is the calculated component number in the RCT. Corr\% is the top three choice accuracy rate of SpkID. According to the experimental results, structure 4 and \( b = 4 \) were chosen.

\[
\gamma = M / P
\]

(9)
### Table II

<table>
<thead>
<tr>
<th>$A_g$</th>
<th>RCN</th>
<th>Training Time (Sec)</th>
<th>Recognition Time (Sec)</th>
<th>Corr(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>99.2</td>
<td>898.4</td>
<td>98.3</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>105.6</td>
<td>902.3</td>
<td>98.7</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>110.5</td>
<td>918.6</td>
<td>98.7</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>127.3</td>
<td>952.7</td>
<td>98.8</td>
<td></td>
</tr>
<tr>
<td>Max</td>
<td>185.6</td>
<td>1538.3</td>
<td>98.8</td>
<td></td>
</tr>
</tbody>
</table>

In Table II, RCN denotes the redundancy child node algorithm corresponding to step (5) when constructing the RCT. $A_g$ is the number of RCNs. $A_g=0$ indicates that no node was inserted as $N_p$’s RCN, while $A_g=1, 2, 3$ indicates that the $A_g$ nodes were inserted as RCNs of $N_p$, which were the $A_g$ nodes closest to $N_p$ and the distance between any one of them and $N_p$ was smaller than $d_{max}$. Max denotes that all the child nodes closer to $N_t$ than $N_{max}$ were inserted as $N_t$’s RCNs. RCNs improved the SpkID performance yet increased the computation time. The balance between efficiency and performance needs to be considered and in the followed experiments $A_g$ was 1.

### Table III

<table>
<thead>
<tr>
<th>Method</th>
<th>Training Time (Sec)</th>
<th>Recognition Time (Sec)</th>
<th>Corr(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>376.8</td>
<td>14079.1</td>
<td>99.1</td>
</tr>
<tr>
<td>TBKS</td>
<td>376.8</td>
<td>1796.4</td>
<td>98.3</td>
</tr>
<tr>
<td>ORBP</td>
<td>376.8</td>
<td>5776.2</td>
<td>95.2</td>
</tr>
<tr>
<td>HSI</td>
<td>376.8</td>
<td>2132.6</td>
<td>96.8</td>
</tr>
<tr>
<td>RCT</td>
<td>110.5</td>
<td>918.6</td>
<td>98.7</td>
</tr>
<tr>
<td>RCT+HSI</td>
<td>110.5</td>
<td>283.9</td>
<td>96.4</td>
</tr>
</tbody>
</table>

RCT can reduce the computation time of SpkID. RCT can also improve the computational efficiency of the GMM-SVM system according to the analysis in Section I. The fusion between RCT and HSI can further improve the efficiency although the degradation of SpkID performance is larger than that when only RCT or HSI is used.

### IV. Conclusions

In this paper we propose a fast training and recognition method based on RCT structural UBM for SpkID. The pruning and regression technology based on RCT structure can improve the computational efficiency with slight degradation of identification performance. The experiments show that the proposed method outperforms the other methods in computational efficiency and identification performance. In future we will further research the affection of the component weights to clustering and searching. Furthermore, how to better fusion the RCT and HSI should be deeply studied.
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