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1. Introduction 
 Distant Supervision for Relation Extraction 

Alignment 

Structured Data 

(Knowledge base) 

Free text 

(unstructured data) 



1. Introduction 
 Basic Assumption: 

 If two entities (PER, ORG, LOC) participating in a 
relation in the knowledge base (Freebase, 
Wikipedia Info-box) co-occur in the same 
sentence. We believe that the sentence expresses 
that relation to some extend. 

 I.E.  
 Free text: Barack Obama is the 44th president of U.S.A 

 
 Knowledge base: President of (Barack Obama, U.S.A) 

 
 Feature: is the 44th president of (Token,POS, DEP) 
 Label:  President of 



1. Introduction 
Multi-label Classification Problem with Sparse and Noise 

features!!! 

Entity Pair <Barack Obama, U.S.> 

Relation 

Instances 

(Knowledge 

base) 

 

1. President of (Barack Obama, U.S.) 

2. Born in (Barack Obama, U.S.) 

Relation 

Mentions 

(Free text) 

1. Barack Obama is the 44th and current President of the U.S. (President of) 

2. Barack Obama ended U.S. military involvement in the Iraq War. (-) 

3. Barack Obama was born in Honolulu, Hawaii, U.S. (Born in) 

4. Barack Obama ran for the U.S. Senate in 2004. (Senate of) 



1. Introduction 

Feature_1 … Feature_d 

Item_1 
(Obama, 
U.S.A) 

1(was born in) 0 1(the 44th 

president of) 

Item_2 … 

Item_3 

… 1 0 

Item_n 

Label_1 (born in) … Label_t(President) 

1 

 

 

0 1 

1 

0 

1 

1 

Problem Formulation 

d dimension of features(POS , DEP, NER) 

t relation labels 



1. Introduction 

 Matrix Completion 

 

 Suitable to deal with the problem! 

 

To be completed 



2. Related Work 

 We will skip the details. 
 To tolerate feature noise, MIL (Multi-instance Learning) 

is the mainstream. 

 However, the assumptions will be complex.   

 



3. Model 

 3.1 DRMC-b 



3. Model 

 3.2 DRMC-1 



3. Model 

 3.3 Loss Function 

 

 For binary features and labels 



3. Model 

 3.4 Predict Function 

 

Then we can achieve a global ranking based on the 

conditional probability of r_j given entity-pair_i, P/R 

Curve could be drawn! 



4. Algorithm 

 



5. Experiments 

 Datasets 

 

 Parameter Estimation(Rank Optimization) 

 

 Evaluation 
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